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ABSTRACT: We study complex saddles of the Lorentzian path integral for 4D axion gravity
and its dual description in terms of a 3-form flux, which include the Giddings-Strominger
FEuclidean wormhole. Transition amplitudes are computed using the Lorentzian path in-
tegral and with the help of Picard-Lefschetz theory. The number and nature of saddles
is shown to qualitatively change in the presence of a bilocal operator that could arise, for
example, as a result of considering higher-topology transitions. We also analyze the sta-
bility of the Giddings-Strominger wormhole in the 3-form picture, where we find that it
represents a perturbatively stable Euclidean saddle of the gravitational path integral. This
calls into question the ultimate fate of such solutions in an ultraviolet-complete theory of
quantum gravity.
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1 Introduction

Euclidean quantum gravity has proven quite powerful in understanding non-perturbative
and thermodynamic aspects of gravitational systems (e.g. see [1]). For non-gravitational
theories, Wick rotation transforms an oscillatory integral in Lorentzian signature into an
exponentially suppressed integral in Euclidean signature. However, the same effect on
convergence of path integrals is not guaranteed for gravitational theories as the Euclidean
action for gravity is not positive definite. Despite various potential difficulties, including
the conformal factor problem [2], it remains a quite useful tool in understanding black hole
thermodynamics, quantum cosmology and AdS/CFT.

The question of which (if any) complex metrics should contribute to the gravitational
path integral remains a question of great importance. The recent “allowability” criterion
of [3] (see also [4, 5]) provides a simple diagnostic identifying to which complex metrics all
possible p-form gauge theories may be consistently coupled. It remains to be seen if this
is a necessary or sufficient criterion for consistently coupling any matter theory to gravity.
There is also evidence that complex saddle points are required to make sense of pure 3D
gravity [6]. One approach is to avoid performing the Wick rotation to Euclidean signature at
all and aim to understand the gravitational path integral from a Lorentzian perspective [7—
13]. We will adopt this approach as well and consider Lorentzian path integrals, using
Picard-Lefschetz theory in the particularly visualizable case of a single complex variable
to define oscillatory integrals. This provides a consistent framework in which Lorentzian,
complex and Euclidean saddle points may be treated democratically, and has previously
been fruitfully applied in the study of quantum cosmology and beyond [9-11, 14-20].

In axion gravity the Giddings-Strominger (GS) wormbhole [21] appears as a highly sym-
metric saddle point. Determining whether the GS wormhole represents a true minimum of
the Euclidean action is critical in understanding its role and interpretation in the gravita-
tional path integral. The nature of the GS critical point can be analyzed by considering



fluctuations around the background geometry and looking for tachyonic directions in which
the Euclidean action is decreased. There has been previous work in analyzing this saddle
point in the axion picture [22] (see also [23-26]); here we approach the question of perturba-
tive stability in the 3-form picture, which we argue provides a more transparent application
of the correct boundary conditions. We find that no negative modes are present and the
GS wormbhole represents a true minimum of the Euclidean path integral.

Our findings have some bearing on the existence of Euclidean wormholes in string the-
ory. Previous analysis of perturbative stability [22-24] cast doubts on them being genuine
saddle points of the path integral. While such analyses have so far only been carried out for
the GS wormbhole, it was argued in [22| that any perturbative instabilty may explain away
the puzzle with embedding Euclidean wormholes into AdS/CFT |27, 28]. The correlation
functions across the two boundary CFTs should factorize while the FEuclidean wormhole
saddle contributions (if they exist) would seem to indicate that they do not. Extending
our work to include one or more dilaton would be necessary to establish the existence of
Euclidean wormhole saddles in string theory (where the axions are accompanied by their
dilaton partners). Our results, if they can be successfully extrapolated, would seem to sug-
gest that the difficulty may not be in finding Euclidean wormhole saddles but in embedding
them into AdS/CFT [28-31]. We note also in passing that establishing the existence of
axionic Euclidean wormhole saddles is of importance to the Weak Gravity conjecture for
axions [32-40].

The remainder of this paper is organized as follows. In Sec. 2 we review the duality
between a 2-form gauge field /3-form flux and axion in 4D, emphasizing how the duality pre-
scribes corresponding boundary conditions for the fields. In Sec. 3 we compute Lorentzian
transition amplitudes on either side of the duality in saddle-point approximation and demon-
strate how the analysis can be qualitatively different in the presence of a bilocal operator.
Picard-Lefschetz theory is used to make sense of any oscillatory integrals encountered. In
Sec. 4 we address the perturbative stability of the Giddings-Strominger wormhole in the
3-form picture. Finally, we conclude in Sec. 5.

2 Review of the duality

The two systems we consider are axion coupled to Einstein gravity and a 2-form gauge field
coupled to Einstein gravity, which are dual to one another in 4D. In this section we review
this duality; the familiar reader can jump straight to Sec. 3. See [41] for a nice discussion
of these ideas in Euclidean signature.

The duality is most clearly seen by going to a first-order formalism where the 3-form
flux is the dynamical field. Write

S[Q,H, 0] = Sgrav[g] + Sm[g7H7 9]7
1
Sgrav[g] = /_/\/l d4.%' vV—3g R+€/ dgx ‘h" K7 (21)
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where € = £1 for time-like/space-like boundaries. The variational problem for the above
action is well-posed if one chooses Dirichlet boundary conditions for both the metric (due
to the Gibbons-Hawking-York term) and 3-form (restricting to a particular choice of flux).
There are no boundary conditions on the Lagrange multiplier 8 which has been introduced
to impose dH = 0 as a constraint. Path integrals on a fixed manifold M take the form

Zmlh, J]) = / DgDHDE 51910 (2.2)
glo=h, H|g=J

where h, J indicate the chosen boundary conditions for g, H respectively. Of course, with

dynamical gravity one can imagine specifying only the boundary manifold and performing

a sum over bulk manifolds with the specified boundary:

Zglh, J) = > ZuhJ]. (2.3)
M : OM=B

Such a topological expansion has been well-explored in the context of 2D dilaton gravity,
e.g. in Jackiw-Teitelboim gravity [42].

On one hand, the Lagrange multiplier may be integrated out exactly, resulting in the
constraint that H is closed (i.e. H = dB locally) and the action for a 2-form gauge field.
On the other, the 3-form flux may be integrated out by completing the square in H:

Smlg, H, 0] :/

(—;(H — *d0) AN *(H — xdf) — %d@ A *d@) + 0H . (2.4)
M

oM

We have used that % = (—1)P*! for 4D Lorentzian manifolds when acting on p-forms. The
integral over the bulk is Gaussian and H|y = J is fixed as a boundary condition. This
allows us to write

Zmlh, J) = | DgDO 5199

Slg, 0] :ng[g]Jr/ (—1d9A*d9> + 6.
M\ 2 oM

If we split the axion into bulk and boundary degrees of freedom then the above has the
structure of a Fourier transform:

ZM [h, J] — /Debdy eifz'}/\/l deyJ/ D9D9 engrav[g]+ifM (—%da/\*d@) 7
gla=h, 0la=0vay (2.6)
= /D@bdy ei fBM deyJZM [h7 ebdy] .

Alternatively, one can view this as imposing Neumann boundary conditions on the axion.
To summarize, the path integral Z[h,J] may be computed in one of two ways. In
the 3-form picture one simply computes

Zalh, J] = | DgDH s[dH] eSeroslalifu (=3H1) (2.7)
g|3:h7 H|8:J



while in the axion picture one can structure the computation as

Zaalt ) = [ Dy e Jort 7 Zy 1 1),
ZplhyOnay] = | DD &Sm0 (~3d0nwd0)
glo=h, 0|a=0nay
In the next section we will compute one such Zay[h, J] in some detail on either side of this
duality.

3 Lorentzian path integrals

3.1 Transition amplitudes

In this section we will examine transition amplitudes between two boundaries of S topology,
restricting attention to M = R x S as the leading contribution in a topological expansion.
We can take the coordinate time to be t € [0, 1] so that the boundaries lie at ¢ = 0 and
t = 1. For boundary conditions we take

ds }t:O = qodQ3, J‘tzo = T on2 (3.1)
ny V013 ’
dSQ}tzl =@ dQ%? J‘t:l T Tog2

where d©)3 is the round metric on S® and vols is the corresponding volume form normalized
to [ gs Vol = 2712, Let’s begin with the 3-form computation; without loss of generality, we
will consider only g1 > g > 0 and work with the following homogeneous, isotropic ansatz

ds? N® dt? + q(t) dQ3
§ = ——— ,
q(t) A (3.2)
H = [](t) V0137

with N constant. The transition amplitude of interest is then

o0 q(1)=q1 h(1)=n1 . '
Z(q0, q1;n0, M1} 2/ dN/ Dq/ Dh 8[h(t)] e*SIN-ahl

0 q(0)=qo b(0)=ng (3.3)

1 -2 2 .
3¢° b°N
_ 9.2 _9q"

SIN,q,b] = 27 /0 dt <3N N 2q2> ,
dA

where A = ‘5 - The path integral over h may immediately be done since the constraint
dH = 0 fixes h = 0. The transition amplitude is nonzero only if ng = n; = n, in which
case one simply has h(t) = 5 with n integer-quantized:

n= HeZ. (3.4)
S3
To reduce notational clutter it is convenient to introduce the rescaled flux 7 = _— NG and
restrict attention to 72 > 0. Stripping off the flux-conserving §-function, we have
00 a()=a SN
Zqo, q1;mn] ~ / dN/ Dq SVl (3.5)
0 q(0)=qo



Our approach will be to evaluate the ¢ path integral for any boundary conditions qg, ¢; and
then use Picard-Lefschetz theory to evaluate the remaining one-dimensional integral over
N. The equation of motion for ¢ is

4n2N?

i+ . =0, (3.6)

for which there are two solutions satisfying the boundary conditions,

4n2N?

, 3.7
il (37)

q+(t) = \/qg(l—t)2+q%t2+2qoqlri t(1—1t), Iy =+4/1+

where we take the principle branch of the square-root so that ¢+(0) = \/g = ¢o and
q+(1) = \/g?' = q1. Tt is straightforward to show that ¢2 is nowhere zero on t € (0,1)
whereas ¢? always passes through zero. Consequently, we take only ¢(t) = ¢, (t) as a viable
classical saddle point. One finds

S[N,q.,n] =27 |3N —

3(a3 +at) | 3a0m (QﬁN>] (3.8)

4N 2N qo0q1

where

f)=vVz—iVa+i—zlog(z4+Vz—ivz+i). (3.9)

There are branch points at z = +¢ and we have chosen the branch cuts to extend parallel
to the negative real axis for sake of presentation (see Fig. 1). We arrive at

, (3.10)

2, 2

oo 2ﬂ2i{3N73(qo+ql>+3‘107‘11 2AN }

Z[QOaCh;n]’i/ dNe 4N 2N (qwn)
0

and we evaluate this oscillatory function using Picard-Lefschetz theory. There are four
saddle points of S[N, ¢4+, n], which occur where

16N —8N?(2” — g — qi) + (g5 — 41)* = 0, (3.11)

namely at

1 ~ 1 ~ 1
Nii:2<:t\/n2—q8 + n2—q%> (3.12)

with the two signs being chosen independently. The initial contour N € (0, 00) is deformed
to intersect one or more of these saddle points in such a way that Im(iS) is (piecewise)
constant and Re(iS) decreases as one moves on the contour away from a saddle — this ensures
that the resulting integrals are absolutely convergent. The required contour deformation
depends on the relative values of qq, ¢1, 7 and falls into the following three cases:

1) g0 < q1 < n: all saddles are on the real axis and the deformed contour intersects the
two positive saddle points with angles +45° (see Fig. 1a).

i) go < n < qi1: all saddles are complex and the deformed contour intersects the one
saddle point in the positive quadrant (see Fig. 1b).
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Figure 1: Structure of iS[N, ¢4, n] in the complex-N plane for (a) go,q1 <7, (b) go <7 <
a1, (¢) qo, 1 > 1 with q% + qil > 1 and (d) go, ¢1 > 7 with q% + qil < 1. In (c) and (d) we
have set Im(h) < 0 to resolve ambiguities in the Picard-Lefschetz prescription as described
in the main text. Regions of red have Re(iS) < 0 and regions of blue have Re(iS) > 0:
several level-sets of Re(iS) are shown with dotted lines. Steepest ascent/descent contours
(level-sets of Im(#.S) emanating from the saddle points) are shown with solid black lines. The

initial and deformed N-contours are shown with dashed and solid green lines, respectively.



ili) 7 < go < ¢q1: all saddles are on the imaginary axis and the steepest ascent/descent
contours intersect the branch points of S[N, ¢4, n|. To resolve this ambiguity we shift
S — % = %@6 and then take ¢ — 0. The deformed contour intersects one saddle
point. For q% + q% = % two of the four saddles collide with the branch points and
for q% + q% < % they move to another sheet; however, these saddle points are never
included under the e-deformation and so this curiosity will not concern us (see Fig. 1c

and Fig. 1d).

Having identified which saddles contribute to the transition amplitude, we may then evalu-
ate the transition amplitude in each of the three cases above. These are compactly written

g1(z) = V1 — 22 — arcsech z <1

in terms of

(3.13)
92(2) = ig1(z + i€) = V22 —1 —arcsecz 2> 1
as
o~ im/46m%iMg1 (%2 ) —g1 ()] +em/4667r2m[91(%)+91(%)] G <q <
Zlqo, qu;n] ~= { eio b7 g (L) o~ 6m7ga(F) Go<n<q (3.14)

eiw/Ze—GWQﬁ[gQ(%)—gz(%)] B < g < q1

where « gives the angle of the steepest-descent contours through the sole contributing saddle
point — an unilluminating function of £ and 4. For g, q1 < 7 there are two Lorentzian
saddles which contribute as phases and lead to interference effects. For ¢y < n < ¢1 we
can interpret the go-dependent phase as describing Lorentzian evolution from ¢ = ¢g to
q = n and then the ¢;-dependent exponential suppression as due to the tunnelling into the
classically forbidden region ¢ > n. For n < ¢gp < g1 the saddle point is Euclidean and the
bulk geometry is a segment of the full GS wormhole: the exponential suppression can be
identified with its action.

Turning now to the axion side of the duality, we see that the restriction to ng = ng
arises due to the shift symmetry of the theory:

Z(q0, q13 10, 1] ~ /d90d91e“61”1‘90"°)Z[qo, q1; 0o, 01]

N / AGdAG Pl —n0)+ AT 7100 AG) (3.15)
=2md(ny —ng) /dA9 eiAe("°+"1)/2Z[qo, q1;0, A0 .

Calculating Z[qo, q1; 0, A#)] is relatively easy. We have

o0 q(1)=q1 0(1)=A0 ‘
Z[q0, 9150, A0] 2/ dN/ Dq/ DO SINa.0]
0 q(0)=qo0 6(0)=0

. 3.16
S[N 9]—27r2/1dt 3N—3—q2+ﬁ o
7q7 - 0 4N 2N )



Im(AY)

2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0
Re(AY)
(a) (o, q1,7) = (0.6,0.95,1)
2.0 1
154
1.0 4
0.5
=
< 0.0+
T 051
1.0 9

—1.5 1

Re(AY) Re(AY)
(b) (qo,q1,7) = (0.7,1.5,1) () (qo,q1,7) = (1.1,2.5,1) with A=1—0.14

Figure 2: Structure of ® of Eqn. (3.22) in the complex-Ad plane for (a) qo,q1 < 7, (b)
@ <n < q and (¢) 7 < qo < q1. In (c) we have set Im(h) < 0 to resolve ambigui-
ties in the Picard-Lefschetz prescription. Regions of red have Re(i®) < 0 and regions of
blue have Re(i®) > 0: several level-sets of Re(i®) are shown with dotted lines. Steep-
est ascent/descent contours are shown with solid black lines. The initial and deformed
Av-contours are shown with dashed and solid green lines, respectively.

and the resulting equations of motion for ¢ and € are (introducing ¥ = \/? 0),

. d .
G+ q0* =0, E(q%?) =0, (3.17)

which have solution

a(t) = /@3 (1 — 1) + G} + 2001 cosh (AD) ¢(1 — 1) .
1o
9 g

qo(1 —t) + q1e”Vt
Q1 —t)+qe 29 )"

(3.18)
I(t) =




Much like for the 3-form, there is another candidate solution satisfying the boundary con-
ditions which is discarded because it results in ¢? < 0 in the interval ¢ € (0,1). Because the
above solution is independent of N, the remaining one-dimensional integral is particularly
simple:
e} .
Zla0, 110, A] = / A (V4 [cosh (1og 1) —cosh (29)] )
0

= ivb—ie K1 (67%vb—ic),

where b = 2¢oq1 [ cosh (log 371)) — cosh (A¥)] and K;(z) is a modified Bessel function of the
second kind. For our purposes it will suffice to use the approximation

(3.19)

z

T e
K ~NalT = 3.20
1(25) 9 \/; ( )
to arrive at
Z[é]o,(h; 0, A(g} ~ 4 (b _ Z-6)1/4e—671'2 b—ie ~ 6_67T2 b—ie ’ (3.21)

V127w

where again we drop all prefactors. Finally, the remaining Fourier transform takes the form
Zq0, q15 1] =~ /dAH ein0g—6m* Vi€ /dAz? e

| (3.22)
o = 672 (ﬁAz? +iv/2q0q1 \/cosh (log Z+) — cosh (AV) — ie ) :

This oscillatory integral may be performed in saddle-point approximation using Picard-
Lefschetz theory. Onme finds that the locations of the saddle-points in A¥ and thus the
deformation of the initial Av-contour falls into three cases exactly matching those found in
the 3-form analysis: see Fig. 2. Evaluating Eqn. (3.22) on the selected saddle(s) leads to
perfect agreement with Eqn. (3.14), as expected.

3.2 Higher topologies

In the dilute gas approximation wormholes can be argued to contribute non-local terms in
the action with coefficients exponentially suppressed by the wormhole action [39, 43, 44].
One can choose to subsequently bring the action to a local form at the cost of introducing
a-parameters. Determining the details of this non-local action is a monumental task; indeed
recently it has been proposed that such contributions should vanish [45-47]. In this section
we show that if such terms are present, then they can lead to a qualitative change in the
Picard-Lefschetz analysis of the transition amplitudes found above. We demonstrate this
by working in the 3-form picture where the difference is most clearly seen.

Schematically, bilocal terms induced by a dilute gas of wormholes will contribute terms
to the action of the form

S D ;/d‘lx \/@/d‘@ V=9 Ci;jO0;(2)0;(y). (3.23)

Restricting attention to operators of the lowest dimension, such terms will renormalize the
couplings of Eqn. (2.1) but the largest qualitative change comes with the introduction of
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Figure 3: Structure of iS[N, g4+, n;c| in the complex-N plane for (a) ¢ > 0 and (b) ¢ < 0.
The new saddles of Eqn. (3.29) are far from the other saddles near the origin and can change
the structure of the deformed contour for large |N| (cf. Fig. 1b).

an effective cosmological constant (for O; = O; = 1),

c
o2

S5 / o v=g (“Aep), Aot dy =7, (3.24)

where |c| ~ e%%h < 1 (the factor of 272 will be convenient). Taking the same ansatz as in
Eqn. (3.2), the transition amplitude of Eqn. (3.5) now reads

o0 a()=q )
Z[QO: q1; TL] ~ / dN / Dq elS[N:qu;C} ,
0 a(0)=qo

. 3 3RIN (3.25)
SIN,q,n;c] = 27r2/0 dt <3N— N & —cN%g <q>> ,
where .
W= [ arae). (3.26)
The equation of motion for ¢ is an integro-differential equation,
G+ 473;\[2 + ch?’ () =0, (3.27)

which can be solved perturbatively as q(t) = ¢y () + c¢q(t) + O(c?). The correction dq(t)
can be found exactly in terms of hypergeometric functions, but its detailed form will not be
important for our purposes. Indeed, using the zeroth-order equations of motion the action
only depends on ¢ at leading-order in c:

SIN,qy,n;c] = 272 |3N —

3(q5 +4i) | 3q0m (2ﬁN

—~ - q0q1>—cN3<q+>2+(’)(02) . (3.28)

~10 -



We have seen previously that there are several saddle points around N ~ qo,q1,7 (see
Eqn. (3.12)). For these saddles the c-term is subdominant and shifts the locations of
the saddle points. A qualitative change to the Picard-Lefschetz analysis comes from the
appearance of new saddles points which occur for N > qg,q1,7. In this limit one has

2 27
(g+)" =~ W{(L)‘N and

2 ~
S ~ 272 <3N . C"N4) —  N3m~ (3.29)

16

One can check that even with this large value of N the c-expansion of ¢(t) is under control:

e 3%(1 + (1 — 275)2) _2F1(_%7_%7%;(1 _2t)2) < (37 — 8)|c|

— 1.
64 11— 1) =7 s S

cdq(t) ‘ Nesoo
q+(1)

If ¢ > 0 then N3 > 0 and a new saddle appears on the positive real axis and always
contributes as a Lorentzian saddle under the contour deformation for any qg,q1. If ¢ < 0
then N3 < 0 and these new saddles never contribute under the contour deformation. See
Fig. 3 for two representative cases.

4 Boundary conditions & stability

Gravitational path integrals famously suffer from issues of convergence. Candidate saddle
points of the Euclidean path integral should be minima so that the action at the critical
point truly represents the dominant contribution from configurations near this point in field
space. Saddle points (with their unstable directions) can be interpreted as mediating decay.
Of course, statements of stability should only refer to gauge-invariant degrees of freedom.

In the previous sections we have restricted attention to spatially-uniform fields which
obscures whether the contributing saddle points are truly stable in the appropriate sense.
In order to address the question of stability we will analyze scalar perturbations around the
GS wormbhole in the 3-form picture, the spectrum of which depends intimately on the chosen
boundary conditions; it is natural to choose Dirichlet boundary conditions for the 3-form
because of flux quantization. As we saw in some detail in Sec. 2, the duality which relates the
3-form and axion includes a correspondence between boundary conditions in the two frames:
Dirichlet boundary conditions for the 3-form correspond to Neumann boundary conditions
for the axion (equivalently, the Fourier transform of Dirichlet boundary conditions for the
axion, in the sense discussed in Sec. 2). Normalizable perturbations of the 3-form, namely
those with finite energy for which

/(5H/\*(5H < 00, (4.1)

correspond, via H <> xdf, to perturbations of the axion which approach constant values at
the boundaries and which have finite energy

/ 460 A xds6 < oo, (4.2)

— 11 —



even if they are not normalizable in the sense that

/ «(80%) = . (4.3)

This is natural in view of the axion’s shift symmetry; a constant shift to the background
field profile can be implemented with a constant perturbation which has zero energy but
divergent “norm”. Consequently the discussion of fluctuations around the GS wormbhole is
most transparent in the 3-form picture where Dirichlet boundary conditions are required by
flux quantization and, perhaps more importantly, the criteria of normalizability and finite
energy coincide.

In similar spirit to the previous sections we will remain in Lorentzian signature until
absolutely necessary. We parametrize the fields as

ds? = a(n)2{—(1 +2¢) dn® + 20,Bdaidn + [(1 — 20)i; + 2V,0, E] dmidxf'} :
- 1 ij k l (44)
H=+V6n (14 s)vols +dnA 5\/77 €jroiwdx” A dx ,

where ;; is the (fixed) round metric on S® and V the corresponding covariant derivative.
Note that we are using conformal time 7, so now A = %. It will be useful to introduce

H= %, in terms of which the zeroth-order Einstein equations amount to

7’,'1/2

1+H*=—>0. (4.5)

a

Returning to the action of Eqn. (2.1) and using the above parametrization results in the
following quadratic action for the perturbations,

So = /dnd3m ﬁaQ{—ZS(lj) +He) + (B— E)A(B - E) —2(¢ + H)A(B — E)
—3(1+HY) [(p+3¢ — AE +5)* — ¢* + (B — w)A(B — w)] (4.6)

(20— )(A+ 3} + \/Kﬁ/dnd% U7 (5 — Aw)d,

where we have used integration by parts on S® liberally. The individual perturbations are
not gauge-invariant; under a diffeomorphism & = ( 067, +49(0;¢ )0; parametrized by the two
scalar functions (Y, ¢ the perturbations transform according to L¢g and L¢H:

0edp = 0+ HCO, 5B =—C"+¢, Ses = AC,

IR _ _ (4.7)
Sep = —HC, 5¢E =, Sew = ¢ .

Physically meaningful statements can only be made about linear combinations of pertur-
bations which are gauge-invariant.

To proceed it is useful to reduce to 1D by writing all fields in terms of hyperspherical
harmonics, e.g.

d(n,2') = ¢;(n)Y;(a") (4.8)

320

- 12 —



where
AY; = —\;Y;, / P 7YYy = 855 (4.9)
SS

The degeneracy of the eigenvalue A\; = j(j +2) € {0,3,8,15,...} is (j + 1)?; we suppress
labels which distinguish degenerate states for simplicity. The action decomposes into sectors
labeled by the integer j:

Szz/dnzﬁjv

7>0

L= aQ{—?)(zbj +Ho;) = N(B — E;)” 420 (95 + Hoy) (B — E;) (4.10)
— 3(1 + 7‘[2) [(¢J + 3¢j + )\jEj + Sj)2 - QS? - Aj(Bj - wj)2]
— (A —3)(2¢; — %)%} + V6785 + Ajw;); -

For now let us focus on the sectors with j > 2 ()\j > 8) which can all be treated simultane-
ously. Performing the path integral over the Lagrange multiplier §; results in a d-function
imposing the (gauge-invariant) condition $; + Ajw; = 0. Using this to eliminate w; leads
to

£y =a?{=3(d + Hoy)” = Ny (By — By)” 4 2 (s + Hoy) (B — )
=31+ H?) (6 + 3¢ + N Ej +55)° — 07 = A1 (5 + 0 B)°] (4.11)
= (s = 3)(26; — ¥))s } -
All of ¥;, E;, sj are dynamical and have conjugate momenta given by

I} = 2a° [—3(1/@ +Hoj) + A (Bj - Ej)} ,

I = 202 | =X (0 + Hay) + X (B; - )] (412)
I3 = 6X; 'a® (1 + H?) (35 + A Bj) -

In terms of these we may write the Lagrangian in first-order form:
£ =Ty + P E; + 1535 — (I17 — \T15) B
+ [HITY — 6% (1+ H2) (3 + N Ej + s5) — 24> (\; — 3)1b5] &5
- (I1})? I 18 Cosmp)? )
A0 —3) 200 —3) 4N\ —3) 121+ H2)
—a? [3(1 +H) (3 + N B+ 55)° = (N - 3)%2} :

(4.13)

+ a?

This is linear in both of the non-dynamical fields, ¢; and B;, and performing the path
integral over them produces two more (gauge-invariant) -function constraints. Using these
to integrate out Hg’ and Hf gives

DY 9 1
_ 175 J S\2
L =175~ 1502 <Aj—3+1+H2>(Hj)

3>\](1 +H2)HSS _ 30/2(1 +H2)2 /\.7 _ 1 S2
N —3)YH I H2 Ni—3 1+ H2
J J

(4.14)
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(plus a total derivative involving v;), where we have introduced the gauge-invariant field
S; and its gauge-invariant conjugate momentum Hf defined by

Sj = 38; —‘r/\jEj,

4.15
0§ =115 — 6a°(1 + H*)H . (415

The fields 9;, E; no longer appear; we can interpret the path integral over these as giving
the gauge-orbit volume. Finally, integrating out HJS returns the Lagrangian to second-order
form, now for the sole physical, gauge-invariant scalar perturbation:

3a? .
L= . L [Sf +

6 (1+H?) . (Aj—9
M55+ e

0~ 3 S;S; — A - 5 (1 +H?) — 1) s?] . (4.16)
A similar analysis for j = 0 and j = 1 reveals that these two sectors are pure-gauge and as
such do not correspond to any physical perturbations.! In particular, there is no conformal
factor problem in the homogeneous (j = 0) sector (the same observation was made in [22]).
This can be understood as a consequence of the zeroth-order Einstein equations of Eqn. (4.5)
being first-order. In terms of the canonically normalized field

Q 6a® s (4.17)
j = j .
N(x5 + )

(note that the ratio in the square-root is positive since 14+H? > 0 by Eqn. (4.5) and \; > 3)

the Lagrangian is

Ly 1o ' d [(HIT+H)—(\—3) 3N(1+H?
ﬁj‘iQ?*§[Uf+()‘J“”Q?+@ [(29(1+H2)+(Aj—3) + 2H(Aj—3)>Q§} ’
9(1 +H?) +4(\; - 3) _1>‘

O +H?) + (A = 3)]?

Uj=—(1+H?) <4(Aj +6) (4.18)

At this point there is no obstacle to performing the standard Wick rotation to Euclidean
signature, 7 — —ir. Under this rotation it is useful to introduce A’ = % and Hg(r) =
—iH(ir) = ‘;’((:)) for clarity; the replacement H? — —H2 should be made in both @Q; and
Uj. The equation of motion Eqn. (4.5) now reads

|3
) o
V
o

1>1-H; = (4.19)

S}

and has solution
a(r) = y/ncosh (2r) , Hg(r) = tanh (2r). (4.20)

'For j = 0 the Lagrange multiplier imposes $9 = 0, so so = 0 for the given boundary conditions.

Additionally, all terms involving By, Eo, wo vanish and of the two remaining fields, ¢o and o, only g is
dynamical. Transforming to gauge-invariant variables and integrating out the remaining non-dynamical
field shows that Lg is a total derivative. Similarly, for 7 = 1 one can replace w1 — —3$1 using the constraint
to find that there are two dynamical fields, {1 + Ei and s1, and two non-dynamical fields, ¢1 and B;
(the linear combination ¥ — F1 does not appear). Integrating out the non-dynamical fields imposes two
gauge-invariant constraints which result in £; being a total derivative.
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Figure 4: The potentials U; for the Schrédinger problem of Eqn. (4.22).

This is the GS wormhole; the wormhole throat is at r = 0 and the two asymptotically flat
regions are r — +o0o. The Euclidean action becomes

Sk :/drz{;Qj[@ﬁuﬁl)}czjwj} ,

j>2
. a2
6-- i, (4.21)
IR PR 91—HE) - (N —3) 3NA—HD)\ ,
Gj = 5(@]@;) + Hg (9(1_7{%) —1—(/\; —3) B ()‘jj _3)HE2]; ) QJQj
91 —HE) +200 =3 = (A —3)(BA; +21) | 3\,(1 + HE)
+(1—”H%)( £ [9(1_]H%)+(Aj_g3)]z } " (Ajj—S)HF%)Q?

=) 09I )’

1 /
-3 [0+ (5 W) 0y —3) Oy

where the constant A; 4+ 1 has been stripped off in defining U; so that U; — 0 in the two
asymptotic regions (see Fig. 4); note, however, that U; + (\;+1) > 0 everywhere. The term
G is a total derivative and has no effect on the equations of motion for @);. Nevertheless,
once solutions have been found one has to check that Sg is positive definite when including
the contributions from integrating over G;.

Finding the spectrum of scalar fluctuations amounts to finding eigenvalues of the fluc-
tuation operators @j given appropriate boundary conditions. For each j this is a standard
Schrédinger-type problem with potential U;:

. d2
0,Q% = (—dr? + Uj> QW =wMQW . (4.22)

What boundary conditions should be required for the canonically normalized fields? Al-
though physical perturbations should vanish at the boundaries, the normalization of Q;,

67 cosh (2r ‘ 7|00 12n ),
Qj = 9 ( 2) Sj L) T € | |Sj, (423)
)\] [}\j_3 + cosh (2T)] j

~15 —




4 -
3 .
2 .
S <
5 & 17
— j=2,even | 0_4_/ N |
..... j=w, even
. -14
054 j=2,0dd
————— j=, 0dd -2
-3 =2 -1 1 2 3 -3 -2 -1 1 2 3
r r

Figure 5: (Left) Even and odd bound states for j = 2 and j — oco. (Right) The functions
Gj(r) for the even and odd j = 2 bound states. For the even bound state the integral over
G diverges while for the odd bound state it vanishes.

shows that we should insist that @; — 0 faster than e~ I"l for |r| — oo in order that the
corresponding perturbation S; goes to zero in both asymptotic regions. Any bound states
of energy strictly less than —1 will have exponential tails in the classically forbidden region
which die off quickly enough. Note also that the normalizing factor in @); is well-behaved
near 7 = 0, so no additional conditions need be imposed there.

For j > 1 the functions U; approach a universal, Péschl-Teller form,

15
Up=—"—"5—", 4.24
cosh? (2r) (4.24)
for which there are only two bound states, one even in 7 and the other odd:
2 1
(e) — ) — _9
O = rlosm@pr Y=Y
. (4.25)
Q(O) _ 2 sinh (27") w(o) -1
/7 [cosh (27)]3/2 >

One can check numerically that exactly two bound states, one even and one odd, exist
for all j > 2. These bound states, Q§e) and ng), are perturbed versions of their j — oo

counterparts: see Fig. 5. Although fog) marginally violates the required fall-off conditions,
one can use standard time-independent perturbation theory to show that

(&) 99

-2
wj ——9+Kj+0()\j ),
(©) 9 ) (426)

so that the required fall-off conditions at |r| — oo are in fact satisfied by the odd bound
states for finite j. In evaluating the action for these states one finds that G; diverges
(e)

near 7 = 0 as Gj ~ r% > 0 for the even bound states Qj ; the Euclidean action diverges

~16 —



1% WP Wt
—1.5625 —1.5335 7.4665
~1.3000 —1.2873  14.7127
~1.1875 —1.1817  23.8183

—1.1286 —1.1256 34.8744

1% WP WP
10938 —1.0921  47.9079
~1.0714  —1.0705  62.9295
~1.0563 —1.0556  79.9444

—1.0455 —1.0450 98.9550

UL = W N .

© 00 N O .

Table 1: Low-lying spectrum of finite-action scalar perturbations, along with the approx-
imation of Eqn. (4.26).

St — +oo and these states are discarded. In contrast, the odd states survive as finite-action
perturbations since G; is everywhere finite and integrates to zero: see Fig. 5. All told there
is (up to the (j + 1)? degeneracy) a unique admissible scalar perturbation for each j > 2

with
_1

2

The low-lying spectrum is found using finite-difference techniques and presented in Tab. 1.

Sk /dr Qi|0;+ (N + 1)@, = %(wj(o) +Aj+1)>0. (4.27)

We conclude that the GS wormhole is perturbatively stable.

5 Discussion

In this paper, we have explored several aspects of the dual axion-gravity and gravity+3-form
theories directly with the Lorentzian path integral. Using Picard-Lefschetz theory we are
able to identify which subset of (complex) saddle points contribute to the Lorentzian path
integrals computing simple transition amplitudes. As the boundary values are adjusted the
interpretation in terms of Lorentzian-time evolution vs. Euclidean wormhole changes, but
nevertheless they may all be treated democratically in the complex-N plane. All four saddle
points are compatible with the K-S criterion [3] but only ever one or two are selected by
the contour deformation. It would be interesting to understand if another principle could
be used to omit the saddles that do not contribute according to Picard-Lefschetz theory.

We considered scalar perturbations to the GS wormhole in the 3-form picture, where
it was found that (i) there is no conformal factor problem in the homogeneous sector and
(ii) there are no negative modes amongst the physical perturbations of nonzero angular
momentum. The perturbative stability of the GS wormhole presents several puzzles. For
one, our results disagree with the conclusion of [22] which analyzed stability in the axion
picture and found that there are infinitely many negative modes. Here the application of
boundary conditions is more straightforward since both metric and 3-form scalar pertur-
bations are both subject to Dirichlet boundary conditions, whereas the axion is subject to
Neumann boundary conditions and the gauge-invariant field chosen in [22] mixes metric
and axion perturbations. We have also seen the importance of keeping all boundary terms
for the gauge-invariant modes );, namely in ruling out the even-parity perturbations for
which the total derivative terms G are not integrable.

Our findings contribute to the long-standing debate on whether Euclidean wormholes
can be embedded into string theory. Previous studies found negative modes [22-24] suggest-

17 -



ing that axionic Euclidean wormholes are not saddle points of the gravitational path inte-
gral. Here we showed that with appropriate boundary conditions, the spectrum of quadratic
fluctuations contains only modes with positive eigenvalues. This suggests the interpretation
that rather than mediating decay these wormholes compute the non-perturbative energy
splitting for the degenerate vacua with flux +n (note that for n = 0 this 2-fold degeneracy
disappears, as does the GS wormhole). While we have analyzed the stability of axionic
wormbholes in asymptotically-flat space, the conclusion of stability may carry over to AdS
since the perturbations we find are localized to the wormhole’s throat whose size is much
less than the AdS curvature. These Euclidean wormbholes, if embeddable into AdS com-
pactifications, pose a puzzle for AdS/CFT as they seem to jeopardize factorization of the
two boundary CFTs. Given this potential tension with AdS/CFT the embeddability of
these solutions into string theory is called into question. There are a few logically possible
resolutions:

i) The stability of axionic Euclidean wormholes changes qualitatively with the inclusion
of a dilaton (which always comes along for the ride with an axion) or nonzero cos-
mological constant. It would be interesting to extend our current work to analyze
the spectrum of gauge invariant perturbations of such axio-dilatonic Euclidean worm-
holes. It may also be that these wormholes are non-perturbatively unstable to brane
nucleation, such as was found in [31].

ii) The existence of a regular wormhole solution requires finding a long-enough timelike
geodesic in the scalar moduli space [28]. This in turn implies conditions on the
dilaton couplings [28, 30]. It may happen that such couplings are not realizable in
controlled limits of string theory. These embeddability criteria are reminiscent of
swampland criteria such as the distance conjecture [48] which limits the field range
for a single effective field theory description to be valid (albeit for positive definite
field space metric). Our Lorentzian, 3-form approach may allow us to formulate these
embeddability criteria with a more familiar positive-definite moduli space metric.

iii) The axio-dilatonic Euclidean wormholes, if shown to be stable and embeddable into
AdS compactifications, suggest a more general interpretation of the AdS/CFT duality
in D > 3, for example involving an ensemble-average. This would be at odds with [45]
and [47] (see also [49]).

Further studies along these lines may teach us useful lessons about quantum gravity. We
plan to investigate these possibilities in the future.
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